3D OBJECT RECOGNITION USING OCTREE
MODEL AND FAST SEARCH ALGORITHM
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Abstract: This paper presents a new approach to 3D object recognition by using
an Octree model library (OML) I, IT and fast search algorithm. The fast search
algorithm is used for finding the 4 pairs of feature points to estimate the viewing
direction uses on effective two level database. The method is based on matching
the object contour to the reference occluded shapes of 49, 118 viewing directions.
The initially bestmatched viewing direction is calibrated by searching for the 4
pairs of feature points between the input image and the image projected along
the estimated viewing direction. At this point, the input shape is recognized by
matching it to the projected shape. The computational complexity of the proposed
method is shown to be O(n?) in the worst case, and that of the simple combinatorial
method of O(m*,n?), where n and m denote the number of feature points of the
3D model object and the 2D object, respectively.
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1. Introduction

Computer technology has changed remarkably, having a positive influence on the
image processing community, such as computer vision, pattern recognition and
image understanding, which process a huge amount of data [1-11]. At the same
time, computer vision technology has also advanced rapidly. Computer vision gath-
ers physical elements of the real world, based on the data that are taken through
a variety of sensors, and carries out optical recognition that describes or classi-
fies an object with those elements, which are necessary for a computer to make a
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decision. Several 3D object recognition techniques have been tried: affine invari-
ant image [4], object silhouettes [5], object attributes [6] and shape from the X
technique using movement information, stereo vision that draws 3D depth infor-
mation from a stereo image taken with two cameras, range information recognition,
and so on. But correct 3D description is not easy and a matching process is very
complicated; therefore, the wide use of 3D optical equipment has been seriously
restricted. An object in the 3D coordinate system may have a completely different
2D image according to the direction an observer’s eye is located. If a 2D shape
recognition technique is applied, a standard model database for all directions must
be constructed. The size of the database for recognition and matching increases
tremendously and requires a considerable amount of time to recognize the object.
In order to solve this problem, Object Centered Models that use fewer 2D images
to describe a 3D object have been proposed.

One of them, an octree Model [1-3], is known for its efficient data structure and
a detailed contour description method [3]. An octree model has excellent spatial
division information as compared with the general spatial division method [7]. The
general method uses division angle according to latitude and radius. So division
data is different according to objects’ shape, after all the data structure is very
complex, but octree model has regular division data in 3D coordinates.

To recognize a 3D object, a 3D object is abstracted from a 2D object, which
is actually an image centered on an observer, and then compared to the octree
of a standard 3D object. Only a partial recognition is possible for the limited
information from the 2D image. In short, it is impossible to recognize a 3D object
with a single 2D image. Therefore, it is necessary properly to project a standard 3D
object to the 2D field and match it with a given 2D image from the opposite angle.
In this paper, we presume that images are projected in parallel, and propose a fast
3D object recognition technique, based on Chien and Aggarwal’s method [4], which
matches feature points between a 3D image and a 2D image. First, corresponding
feature points are searched for between a 2D input image and the geometrical
feature points of a model 3D image. 3D space is equally divided into 49 (octree
model library I) or 118 (octree model library II) standard viewing directions, and
the search process is accelerated, using 2D image information from these angles.
A 2D input image is synthesized for the calculated viewing direction. Finally,
the recognition process is completed through the last verification which checks
image matching with the input image. A parallel projection can disregard an
observational error if a camera is located at a long distance, compared to the
size of an object. Also, automatically calculating the shooting angle and relative
location of a 3D object provides great assistance. Therefore, this method can be
used as a basic recognition algorithm for a 3D optical equipment.

2. Octree and Projective Image Generation

A technique to make a model or effectively to describe a 3D object is a key fac-
tor to realize a computer vision system. The 3D describing technique is divided
into two methods: volume description and surface description. Octree is a kind of
volume description that extends a quadtree, a 2D object description method, for a
3D description. It is possible for an octree to describe a 3D object in a hierarchical
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structure. Particularly, an octree can be generated automatically from three or-
thogonal 2D images with a volume intersection algorithm [2], while the 2D object
image from a random viewing direction can be composed from octree structure by
adding surface information of a 3D object. Therefore, it can be used as an effective
description method for 3D object recognition. An octree is generated by volume
intersection algorithm, and the basic principles are as follows:

Each node of the three orthogonal quadtree nodes is extended to the coordinate
system of the node in the space; if the three nodes of the quadtree related to an
intersected voxel in the 3D space, are all black nodes, the voxel is determined as
an object node of octree, and if more than one node is white, it is not an object
node. For all voxels in the 3D space, this process can be applied in layers, and
the octree is generated automatically. The utility of the octree structure lies in
the fact that it can significantly reduce the size of the database needed for image
recognition, for it can compose the projected 2D image of a 3D object from a
random viewing direction. The Multi-level boundary search algorithm [3] is used
as a method to detect which surface belongs to the surface of an object among
six surfaces of a voxel that corresponds to each node of the octree. Among the
surface nodes, the node, whose value is negative when a normal surface vector is
multiplied by a vector from a viewing direction, is the one that can be seen from
the viewing direction. If the surface of the nodes is projected in parallel with the
viewing direction, a projected 2D shape is produced. With the absolute values of
multiplied vectors, the projected 2D image can be expressed in pseudo gray. Fig. 1
illustrates an example of the projected 2D image, seen from a random viewing
direction and synthesized in pseudo gray.
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Fig. 1 Ezxample of synthesized 2D projected images.

3. New Recognition Algorithm

The algorithm, proposed in this paper, finds contours through the segmentation
of an input image, and extracts feature points. Also, it locates at high speed four
distinctive feature points among the model images produced by the octree model,
and detects the model image that is exactly similar to the input image. To verify
the similarity, the viewing direction is calculated. The viewing direction model is
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created with the octree and compared to the input image to determine whether
they match each other. The 49 standard viewing direction models in the OML I
(Please, refer to Fig. 2) is used first. If OML I is not able to find any matching
points, there are 118 standard viewing direction models in the OML II.
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Fig. 2 The Fast 8D object recognition algorithm and generating OML (octree model
library) I, II.

OML IT is used to find matching instead. The database of these models is struc-
tured in two levels. The recognizing process is minimized so that it can guarantee
fast searching. The matching reliability can also be increased with two different
recognition processes using OML I and II.

3.1 Feature points extraction

A feature point is created by detecting the point where the curvature of the contour
is highest in the locus. In a digital image, the change of an inclination angle is
scattered requiring a smoothed k-cosine function to be used. If the vector from
feature point m to feature point is n marked a,, y, the k-cosine of contour point ¢
is defined as follows: The k value must be properly chosen in accordance with the
size and complexity of an object. In this paper, the scale-space filtering technique
is used as an algorithm to solve this problem. The concave feature point has little
probability to be seen from a viewing direction and its location is not settled in the
space, and the convex feature point is exclusively taken into consideration. From
the 2D feature point detected on the top, side and front images, the feature point
of a 3D object is produced on the basis of the following principle. If the two 2D
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feature points P; and () are extended on the viewing directions, and they cross
each other, the intersecting point is the feature point of the 3D object. Therefore,
the 3D feature points could be extracted from all the pairs of feature points P; and
@y on the 2D image. The 3D feature point and the normal surface information of
each octree node are added to the octree structure, and the basic database for the
3D object recognition is established.

ik ® bik

cos b, = ——————.
* @ik | |bi]

(1)

3.2 Two-level Database Construction

The 3D space can be set on the rectangular coordinates x,y and z, fixing the size
of each unit to 1. The axes of coordinates x,y and z can be divided at regular
intervals of 1, 0.5, or even a smaller number. If the interval is set as 1, the values
on coordinate x are -1.0, and 1, increasing by 1. If the same values are set on coor-
dinates y and z, the number of cases is 27. After excluding the mirror images and
the center coordinate (0,0,0), we have thirteen viewing directions. If the interval is
set as 0.5, the values on the coordinates are -1, -0.5, 0, 0.5 and 1, and the number
of cases is 125. Without any mirror images and a center coordinate, we have 49
viewing directions. More minutely, with 0.4 intervals, there are 216 cases, but we
can reduce the number of viewing directions to 118. The 118-direction database is
more efficient than the 49-direction database, but it takes more time to recognize
these features. In summary, the fast search algorithm is used to search for feature
points to minimize the amount of time necessary for this procedure.

3.3 Matching condition for four pairs of feature points

If the coordinates for 2D feature point Pi and the 3D feature point pj corresponding
to Pi are (X;,Y;) and (z;,y;,2;), the projection from pj to Pi is expressed as
follows:
Xi=RuTj+Ri2¥Y;+ Rz +iag 2)
Yi=Ro1%;+ Ro2Y; + Res %5 + 1y -
The converting relationship between 2D and 3D coordinate systems is expressed
by the rotation matrix elements V> = [Ryy, Ri2, R13] and V4 = [Ra;, Roa, Ros)
the moving transformation element t,,t¢,. Therefore, with four pairs of feature
points, the transformation formula can be calculated. This transformation formula
is orthogonal,

VielVa =0,

Vil = ¢ Vel = ¢ (3)

so the set of four pairs of feature points is searched for to satisfy the following
condition. If the set of 2D feature points {P;, Ps,...P,} and the set of 3D feature
points {p1, ps,...pn} are given, the transformational relationship between 2D and
3D coordinate systems can be obtained by searching for the four pairs of feature
points which satisfy both transformation formula (2) and (3).
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3.4 Calculation of the viewing direction

If the viewing direction on the observer-centered coordinates is expressed as [0, 0, 1]t,
the viewing direction on the object-centered coordinates are transformed as fol-
lows. If the transformational matrix R that transforms from being object-centered
to observer-centered is expressed as

R11 Ri2 Ris
R=—| R21 R22 Ros3 (4)
R31 R32 Rss

1 _ pt
R =R (R is an orthogonal matrix)

0 R31 R11 R21
Vair=R " 0| =| Rs2 | =| Ri2 | x| R |. (5)
0 Rs3 Ris Ro23

Therefore, if four pairs of feature points that corresponds to each other and satis-
fying formulae (2) and (3) are determined, the viewing direction can be found by
the cross product of V1 and V2.

3.5 Finding the 4-point corresponding feature points

If the number of 3D and 2D feature points are m and n, the time to search for
four pairs of matching pairs that satisfy formulae (2) and (3) is in proportion to
O(m*,n*) when a simple combination is used. In order to satisfy the formula (2)
using four pairs of 2D feature points that correspond to four feature points from
several 3D feature points, the 2D shape matching method calculates a relative
location and a viewing direction. Taking into consideration the quantum effect on
a digital image and its effect on noise, the following formula determines whether the
formula (2) is satisfied or not, and there are also small constants and the values of
0.3 and 0.2 used respectively in the experiments. However, taking the quantization
effect and noise into consideration, the following expression is used to evaluate
digital images.

[[Vall
IVall

We have constructed a database of projected 2D images taken from a variety of
directions, and now propose a new fast search algorithm from step (1) to step (5)
that has the complexity of O(n?).
Step (1): Obtain a pair of feature points {p;, p;} having the longest distance in the
input image.
Step (2): For all model images
{
Obtain three pairs of feature points {gx, ¢s} having the longest distance;
Compute the average boundary point distance Dy, of the contour points when
{p:} and {p;} are matched to {¢s} and {qx}, respectively;

}

Step (3): Let I,,, denote the model image associated with the minimum D, ;

V1015 (61,1 — 82 ( (14 682. (6)

364



Young Jae Lee, Ajith Abraham, Dong Hwa Kim: 3D object recognition using. ..

Step (4): {Q(p1), Q(p2), -, Q(pn)} denote a set of feature points of I, nearest to
{p1,p2, - on}s
Step (5): For (x =0;2 <n— 1,2+ +)
{
For (y =2+ 1L,y <my++)
{
Let Sy = {p;, pj, Pz, Py} denote a set of 4 points in the input image;
Let S5 = {qk, ¢s, Q(pz), Q(p=)} denote a set of 4 points in I,,;
Compute V7 and V, using Eq. (2);
If (V1 and V; satisfy Eq. (3))
{
Compute the viewing direction using Eq. (5);
Generate the 2D projected image using the octree;
Compute D, between the model and the input images;
If (Dgyr < Threshold) Stop;

}
}
}

The matching ratio is calculated when {p;,p;} that exists at its longest distance
among the feature points on the input image and the three pairs of {qx, s} that
exist at their longest distance among the feature points corresponding to the im-
ages of the model database, I, I, -, -, are matched. The model image I,,,, whose
matching ratio is highest, is determined in Step 2. The appropriateness of the
model image is checked in Step 4 and Step 5. The reason to match three pairs
{qk,qs} is because the farthest feature points could shift with minute changes in
their viewing directions. In matching Step 5, the maximum number of the hy-
potheses, @ must be verified, and the complexity is O(n?). The reason to
match three pairs {q, ¢s} is because farthest feature points could be shifted with
minute changes in their viewing directions. As a criterion for matching, the average
distance between the contour points of the input image and the model is used.

4. Experiments

The feature points were determined using the input image of an object seen from
a random viewing direction, while the matching points were calculated using OML
I and II and the fast search algorithm.

4.1 Experiment 1

In Experiment 1, we checked matching, using the proposed algorithm and the input
image is shown in Fig. 4(a). On the input image, there are some noises in the
bottom left corner, which are caused by lighting. Fig. 4(b) shows the gray image of
the input image. Fig. 4(c) identifies the contour feature points of the input image,
the bottom left of which is more protruding than on the original image, affected by
shadows. Fig. 4(d) illustrates the matching process, comparing the feature points of
the input image with those generated with the proposed technique. After the final
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Fig. 3 The model image I and II.

matching, the contour image of the model is obtained, as illustrated in Fig. 4(e)
and the full gray image in Fig. 4(f). The matching is quite successful, even though
there are some shadow noises.

[E

Fig. 4 The input image and the matching result of Experiment 1.

4.2 Experiment 2

On the input image of Experiment 2, an aliasing error occurs due to shadow noises
and diagonal lines of the object shape. Indented noises are spread over the bottom
left corner, caused by the noises and traits of the shape on the right. Fig. 5(b) is a
gray image for the input image, and Fig. 5(c) is the image that represents contour
feature points of the input image. The bottom left of it is more protruding than
the original image, affected by shadows. Fig. 5(d) shows the matching process,
comparing the feature points of the input image with those generated with our
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technique. After the final matching, contour image of the model is obtained, as
illustrated in Fig. 5(e) and the full gray image Fig. 5(f). The result of matching
we experimented with the proposed algorithm is quite successful, as illustrated in
Fig. 5(e), even though there are some noises.

4=} (ch

Fig. 5 The input image and the matching result of Experiment 2.

4.3 Experiment 3

On the input image of Experiment 3, the aliasing error is more obvious than in
Experiment 2. As shown in Fig. 6(b), the gray image is distorted from the original
image due to the shadow effect. We tried the algorithm of OML I, but the recogni-
tion was denied because the loci of feature points were moved far away (Fig. 6(d)).
When the OML 11 is applied, the recognition results are as illustrated in Fig. 6(e).
The viewing direction is calculated with the feature points of matching images,
and the projected image of Fig. 6(f) is generated with octree model. It can be
confirmed that the matching image is similar to the input image. Fig. 6(g) shows
full gray image of Fig. 6(f). In Experiments 1 and 2, OML I is used to achieve
correct matching, in spite of shadows and aliasing. In Experiment 3, a distortion
by shadows is quite gross, and recognition couldn’t be processed, so OML II is used
for matching. With two levels of the database, recognition can be more accurate.

5. Conclusions

We have proposed an octree model for 3D object recognition in a single view under
parallel projection. The octree model, hierarchical volume description of 3D object,
may be utilized to generate projected image from arbitrary viewing directions,
thereby providing an efficient means of the data base for 3D object recognition. In
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Fig. 6 The input image and the matching result of Experiment 3.

this paper, we have estimated a primary viewing direction by matching an input
image with 2D object shapes projected from 49 or 118 standard viewing directions,
and we present a fast search algorithm for finding the 4 pairs of feature points to
estimate the viewing direction using geometrical information of these images. The
two-level database is used in this research. Even if the first level model database
with 49 standard viewing directions fails, the matching is still possible with the
second level database of 118 viewing directions. The searching time is reduced to
the minimum by using the fast search. The viewing direction is calculated from
the four pairs of feature points, identified by the search. Our experiments confirm
that a 3D object can be recognized at high speed, through the verifying process
of matching an input image with a shape, projected from a calculated viewing
direction. The 3D object modeling technique with octree can create a projected
image from a random viewing direction and construct a database automatically.
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