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Abstract 
 
This paper presents the combination of advanced 
signal processing techniques and the machine 
intelligence approach to classify the power quality 
events.  The Wavelet Transform (WT) and the S – 
Transform (ST) are utilized to extract the important 
useful features of the disturbance signal. The features 
extracted by using the above approaches are used to 
train a PNN classifier for automatic classification of 
the PQ disturbances. Eleven types of power quality 
disturbances are considered for the classification 
purpose. The simulation results show that the 
combination of S-Transform and PNN is an effective 
method to detect and classify different power quality 
disturbances.  
 
1. Introduction 

In recent years, power quality has become a 
significant issue for both utilities and customers. 
Power quality issues [1] and the resulting problems are 
the consequences of the increasing use of solid state 
switching devices, non-linear and power electronically 
switched loads, unbalanced power systems, lighting 
controls, computer and data processing equipments as 
well as industrial plant rectifiers and inverters. These 
electronic type loads cause quasistatic harmonic 
dynamic voltage distortions, inrush, pulse type current 
phenomenon with excessive harmonics and high 
distortion. A power quality (PQ) problem usually 
involves a variation in the electric service voltage or 
current, such as voltage dips and fluctuations, 
momentary interruptions, harmonics and oscillatory 
transients causing failure or mal-operation of the 
power service equipment. Hence to improve power 
quality, fast and reliable detection of the disturbances 
and the  

 

 

 

sources and causes of such disturbances must be 
known before any appropriate mitigating action can be 
taken.  

However, in order to determine the causes and 
sources of disturbances, one must have the ability to 
detect and localize these disturbances.  In the current 
research trends in power quality studies, Wavelet 
transform (WT) [2-4] is widely used in analyzing non-
stationary signals for power quality assessment [5,6] . 
In order to identify the type of disturbance present in 
the power signal more effectively, several authors have 
presented different methodologies based on 
combination of wavelet transform (WT) and artificial 
neural network (ANN) [7] .Using the multiresolution 
properties of WT [6], the features of the disturbance 
signal are extracted at different resolution levels and  
are used to  train  different  ANN algorithms. By this 
method, it is possible to extract important information 
from a disturbance signal and determine the type of 
disturbance that has caused a power quality problem to 
occur.   Gaing [8] demonstrated the classification of 7 
types of PQ events by using wavelets and probabilistic 
neural network (PNN). Energy distribution at 13 
decomposition levels of wavelet and time duration of 
each disturbances are taken as features and these 14 
features are applied to PNN for classification with 
increased memory and computational overhead due to 
the large number of features.  S- Transform [9] has 
been successively applied to the analysis [10] of 
different power quality disturbances. A comparative 
study for the classification of power quality signals has 
been recently reported using WT [11] and ST [12]. 

In this paper, we attempted to decompose the 
power system disturbance signal up to 13 level of 
decomposition as mentioned in [8] using Wavelet 
Transform. In this paper the energy of the dialation 
coefficients at different frequency subbands are 
considered as the features to identify the disturbance. 
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The same approach is also extended for the feature 
selection using ST. The features obtained for 11 
classes of power quality disturbances are are separated 
as training and testing data sets. The classification is 
performed using a PNN. 

 
2. Introduction to DSP Techniques 
(A)Wavelet transform 

 
The Discrete Wavelet Transform (DWT) is a special 

case of the WT that provides a compact representation 
of a signal in time and frequency that can be computed 
efficiently. The DWT is calculated based on two 
fundamental equations: the scaling function )(t , and 

the wavelet function )(t , where 
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These functions are two-scale difference equations 
based on a chosen scaling function (mother wavelet), 
with properties that satisfy the following conditions 

2
1




N

k
kh  

0,0

01
1

2








lZlif

lifhh
N

k
lkk

                 (3)                                                                                                                              

The discrete sequences and  represent discrete 

filters that solve each equation, where 

 . The scaling and wavelet 

functions are the prototype of a class of orthonormal 
basis functions of the form 
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where the parameter  j controls the dilation or 
compression of the function in time scale and 
amplitude. The parameter k controls the translation of 
the function in time. Z is the set of integers. 
Once a wavelet system is created, it can be used to 
expand a function   f(t)  in terms of the basis functions 
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where, the coefficients  and are 

calculated by inner product as 
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The expansion coefficients  represent the 
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proximation of the original al f(t) with a 

resolution of one point per every J2  points of the 
original signal. The expansion coef ients ),( kjd  

represent details of the original signal at d  
levels of resolution. )(lc  and ),( kjd  terms can be 

calculated by direct convolution  samples with 

the coefficients kh  and kg  , which are unique to the 

specific mother wavelet chosen.  
The WT can be implemente

c

ifferent

signed pair of FIR filters called a quadrature mirror 
filters (QMFs) pair. QMFs are distinctive because the 
frequency responses of the two FIR filters separate the 
high- and low-frequency components of the input 
signal. The dividing point is usually halfway between 
0 Hz and half the data sampling rate (the Nyquist 
frequency). The outputs of the QMF filter pair are 
decimated (or de-sampled) by a factor of two. The 
low-frequency (low-pass) filter output is fed into 
another identical QMF filter pair. This operation can 
be repeated recursively as a tree or pyramid algorithm, 
yielding a group of signals that divides the spectrum of 
the original signal into octave bands with successively 
coarser measurements in time as the width of each 
spectral band narrows and decreases in frequency. The 
tree or pyramid algorithm can be applied to the WT by 
using the wavelet coefficients as the filter coefficients 
of the QMF filter pairs as shown in the Fig. 1.  In WT 
multi-resolution algorithm, same wavelet coefficients 
are used in both low-pass (LP) and high-pass (HP) 
filters. The LP filter coefficients are associated with 
the scaling function , and the HP filter is associated 
with the wavelet function . Fig. 1 shows the tree 
algorithm of a multi resolution WT for a discrete signal 
sampled at 3200 Hz. The outputs of the LP filters are 
called the approximations (A), and the outputs of the 
HP filters are called the details (D). In wavelets 
applications, different basis functions have been 
proposed and selected. Each basis function has its  
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feasibility depending on the application requirements. 
Daubechies wavelet family is one of the most suitable 
wavelet families in analyzing power system transients 
In the present work, the db4 wavelet has been used as 
the wavelet basis function.  

 
(B) S - Transform 

Wavelet transform addresses the problem of resolution 
by introducing a dilation (or scale) parameter . The 
continuous wavelet transform (CWT) W  of a 

function is given as  

d
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where  is the scale replica of a fundamental 

wavelet. The spectral information in the signal is 

extracted through the correlation or convolution 
with . The dilation parameter determines the 

width of the wavelet  and thus controls the 

resolution. The wavelet transform is displayed in state 
space defined by the dilation  and translation

         

( )y t

d
)d

 . The 
spectral information of the signal can be obtained 

from the state space representation.  Stockwell et al. 
[9-10] proposed a new windowed Fourier transform 
called the S transform, as an extension to the ideas of 
the Gabor transform and the wavelet transform. The S 
- transform of a signal x(t) is defined as 
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Combining equation (10) to (12) gives 
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In equation (13), S denotes the S-transform of x , 
which is a continuous function of time t  and the  

frequency is denoted by  ; and  the quantity  f   is a 

parameter which controls the position of the Gaussian 
window on the t -axis. The scaling property of the 
Gaussian window is similar to that of the scaling 
property of continuous wavelets, because one 
wavelength of the Fourier frequency is always equal to 
one standard deviation of the window. The S-
transform, however, is not a wavelet transform, 
because the oscillatory part of the S-transform is 
provided by the complex Fourier sinusoid, which does 
not translate with the Gaussian window when   is 
changed. As a result, the shapes of the real and 
imaginary parts of the S-transform change as the 
Gaussian window translates in time. True wavelets do 
not have this property because their entire waveform 
translates in time with no change in shape. Thus, the S-
transform is conceptually a hybrid of short-time 
Fourier analysis and wavelet analysis, containing 
elements of both but falling entirely into neither 
category. 
We can define ),(),( fSfA    is the amplitude of 

the S-spectrum and 
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  is 

the phase of the S-spectrum. The phase of S-spectrum 
is an improvement on the wavelet transform in that the 
average of all the local spectra does indeed give the 
same result as the Fourier transform. 

HP 

LP 

2 

2 

HP 

LP 

2 

2 

HP 

LP 

Signal 
3200 Hz 

800 - 1600 Hz D1 

  0 - 800 Hz 

400 - 800 Hz 

  200 - 400 Hz 
D2 

D3 

A3 

  0 - 400 Hz 
    0 - 200 Hz 

Figure 1. Wavelet Decomposition 
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3. Feature Extraction  
(a) Feature Extraction for WT 
The detailed co-efficient Dij at each decomposition 
level is used to extract the features. Statistical features 
like energy,  mean, standard deviation, Shannon 
entropy, skew ness and kurtosis of the decomposition 
coefficients  Dij are calculated by using the following 
equations  

Energy 
2N

i ij
j 1

ED D i 1, 2........l


                 (14) 

where i=1,2,…….l is the wavelet decomposition level 
from level 1 to level l. N is the number of coefficients 
of detail at each decomposition level. The term E(Dij- 
μ i)

k in skewness and kurtosis calculation is the 
expected value of the quantity, also called as kth 
moment about the mean.  Thus for a ‘ l’ level 
decomposition the feature vector adopted is of length 
‘6*l’ i.e., 78 features are there for decomposition up to 
13th level and is denoted by 

(a) Feature Extraction for ST 
Feature extraction is done by applying equation 14 

to the contours of the S-matrix as well as directly on 
the S-matrix. These features have been found to be 
useful for detection, classification of the PQ 
disturbance signals. The power signal is normalized 
with respect to a base value, which is the normal value 
without any disturbance. The features are specified as 
follows: 

Feature 1:  Energy of the Magnitude contour 
(Magnitude contour corresponding to the 
maximum   magnitude of the S- matrix at 
each sample, hence it reflects the 
fundamental of the signal). 

Feature 2:  Energy of the frequency contour. (This 
reflects the frequency content of the 
signal particularly for harmonic, and 
transients ) 

Feature 3:  Standard deviation of the Phase contour. 

Eleven types of power quality disturbances are 
simulated and the features of all the types of 
disturbances are extracted from the S – matrix. The 
signals are generated using MATLAB [15]. The 
sampling frequency is 64x50 i.e. 3.2kHZ. Thus each 
cycle of the signal contains 64 samples. The total 
signal length in each case is 10 cycles having 640 
sample points. 

4. Classification of PQ Disturbances Using 
Probabilistic Neural Network 

The PNN model is one among the supervised 
learning networks, and has the following features 
distinct from those of other networks in the learning 
processes [16].  

 It is implemented using the probabilistic 
model, such as Bayesian classifiers. 

 A PNN is guaranteed to converge to a 
Bayesian classifier provided that it is given 
enough training data. 

 No learning processes are required. 
 No need to set the initial weights of the 

network. 
 No relationship between learning processes 

and recalling processes. 
 The difference between the inference vector 

and the target vector are not used to modify 
the weights of the network. 

The learning speed of the PNN model is very fast, 
making it suitable for fault diagnosis and signal 
classification problems in real time. Fig. 2 shows the 
architecture of a PNN model that is composed of the 
radial basis layer and the competitive layer. 
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Figure 2. Architecture of  PNN 
In the signal classification application, the training 
examples are classified according to their distribution 
values of probabilistic density function (PDF), which 
is the basic principle of the PNN. A simple PDF is as 
follows: 
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 The output vector H of the hidden layer in the 
PNN is as below: 
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where 
i number of input layers; 
h number of hidden layers; 
j number of output layers; 
k number of training examples; 
N number of classifications (clusters); 
σ smoothing parameter (standard deviation); 
X input vector; 

kjX X is Euclidean distance between the vectors X 

and, Xkj, i.e.  2

kj kj
i

X X X X   ; 

xh
ihW  connection weight between the input layer X 

and the  hidden layer H; 
hy

hjW  connection weight between the hidden layer 

H and the  output layer Y. 

The learning and recalling processes of the PNN for 
classification problems can be found in [11]. 
 

5. Test Results 
Eleven classes (C1-C11) of different PQ disturbances 
are taken for classification and they are named as  

C1→  Normal 
C2→  Pure Sag 
C3→  Pure Swell 
C4→  Momentary Interruption  
C5→  Harmonics 
C6→  Sag with Harmonic 
C7→  Swell with Harmonic 
C8→  Flicker 
C9→  Notch 
C10→               Spike 
C11→               Transient 

Based on the feature extraction by the S-Transform 
method, 3 dimensional feature sets for training and 
testing are constructed. The dimensions here describe 
the different features derived from S-Transform. All 
the data sets of features for various classes are applied 
to PNN for automatic classification of PQ events. To 
illustrate the nature of the feature sets for all the 11 

classes, Figs. 3 and 4are presented here. Fig. 3  
illustrates feature 1 vs. feature 2, Fig. 4 represents the 
feature 2 vs. 3 .It is well visualized that some of the 
classes have distinct features, where as some have 
overlapping. 
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 Figure 4. Feature 2 vs. feature 3
 

To evaluate the performance of PNN, its results are 
compared with FFML. Total 1100 data’s (including all 
classes) are taken for training and 50 data’s of each 
class are considered for testing. Each data consists of 3 
features as stated earlier. Table I shows the 
classification results with PNN. The diagonal elements 
represent correctly classified PQ classes. The off-
diagonal elements represent the misclassification. The 
overall accuracy is calculated by finding the average of 
all diagonal elements and it is found to be 98.5% for 
ST (Table I) and 96.9% for WT (Table II).  
 
In an electrical power distribution network, the 
practical data consists of noise; therefore, the proposed 
approach has to be analyzed under noisy environment. 
Gaussian white noise is widely considered in the 
research of power quality issues. We have obtained the 
noisy signals for all the 11 classes having different 
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signal to noise ratio (SNR). The features for the noisy 
signal are extracted by using both the WT and ST as 
described in section 3. It is observed that the proposed 
approach using ST based features to classify the 
different power quality disturbances works 
satisfactorily in comparison to WT based techniques. 
How ever once the WT based denoising [14] technique 
is applied for the preprocessing of the signal prior to

the feature extraction, the classification accuracy of 
WT based techniques improved significantly. The 
classification accuracy for the noisy cases are reported 
in Table 3. 
 
 
 

  
 

Table I. Classification results of PNN for ST 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

C1  99 0 0 0 1 0 0 0 0 0 0 

C2  0 99 0 1 0 0 0 0 0 0 0 

C3  1 0 99 0 0 0 0 0 0 0 0 

C4  0 2 0 98 0 0 0 0 0 0 0 

C5  0 0 0 0 98 0 0 2 0 0 0 

C6  1 0 0 0 1 98 0 0 0 0 0 

C7  0 1 0 0 0 0 99 0 0 0 0 

C8  1 0 0 0 1 0 0 97 0 0 1 

C9  1 0 0 0 0 0 0 0 99 0 0 

C10 1 0 0 0 0 0 0 0 1 98 0 

C11 0 0 0 0 0 0 0 0 0 0 100 

Overall Accuracy: 98.5% 

 

Table 2. Classification results of PNN for WT 
 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

C1  97 0 1 0 1 0 0 0 0 0 1 

C2  0 95 0 1 0 2 0 2 0 0 0 

C3  2 0 97 0 0 1 0 0 0 0 0 

C4  0 2 0 98 0 0 0 0 0 0 0 

C5  0 0 0 0 98 0 0 2 0 0 0 

C6  2 0 0 0 2 96 0 0 0 0 0 

C7  0 2 0 0 0 0 98 0 0 0 0 

C8  2 0 0 1 2 0 0 95 0 0 1 

C9  1 0 0 1 0 0 0 0 97 0 1 

C10 2 0 0 0 0 0 0 0 1 97 0 

C11 1 0 0 0 0 0 0 0 0 1 98 

Overall Accuracy: 96.9% 
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Table 3.  Classification accuracy in percentage 
for noisy signals 

 

Methods 

used 

SNR 40 
dB 

SNR 30 
dB 

SNR 20 
dB 

ST 98.13 96.45 95.13 

WT 91.79 90.16 85.72 

WT with 
denoising 

95.6 94.78 92.78 

 

6. Conclusions 
 
This paper describes the most recent and advanced 

signal processing techniques known as Wavelet 
Transform and S – Transform to extract useful and 
important features from the various power quality 
disturbances. Once the feature set is formed it is the 
prime duty to classify the disturbance accurately so 
that the disturbance can be identified and necessary 
mitigation action can be initiated. We have used PNN 
for the classification purpose and it was observed that 
the combination of ST and PNN achieves a higher 
accuracy as compared to the combination of WT and 
PNN in case of pure as well as noisy signals. 
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