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Abstract

Current Intrusion Detection Systems (IDS) examine all
data features to detect intrusion or misuse patterns. Some
of the features may be redundant or contribute little (if any-
thing) to the detection process. The purpose of this research
is to identify important input features in building an IDS
that is computationally efficient and effective. This paper
propose a novel matrix factorization approach for feature
deduction and design of intrusion detection systems. Exper-
iment results indicate that the proposed method is efficient.

1 Introduction to Intrusion Detection Sys-
tems

Intrusion Detection Systems (IDS) were proposed to
complement prevention-based security measures. An intru-
sion is defined to be a violation of the security policy of the
system; intrusion detection thus refers to the mechanisms
that are developed to detect violations of system security
policy. Intrusion detection is based on the assumption that
intrusive activities are noticeably different from normal sys-
tem activities and thus detectable. Intrusion detection is not
introduced to replace prevention-based techniques such as
authentication and access control; instead, it is intended to
complement existing security measures and detect actions
that bypass the security monitoring and control component
of the system.

Some specific examples of intrusions that concern sys-
tem administrators include [5]:

• Unauthorized modifications of system files so as to fa-
cilitate illegal access to either system or user informa-
tion.

• Unauthorized access or modification of user files or in-
formation.

• Unauthorized modifications of tables or other system
information in network components (e.g. modifica-
tions of router tables in an internet to deny use of the
network).

• Unauthorized use of computing resources (perhaps
through the creation of unauthorized accounts or per-
haps through the unauthorized use of existing ac-
counts).

An IDS may be a combination of software and hardware.
Most IDSs try to perform their task in real time. However,
there are also IDSs that do not operate in real time, either
because of the nature of the analysis they perform or be-
cause they are meant for forensic analysis (analysis of what
happened in the past to a system). There are some intru-
sion detection systems that try to react when they detect an
unauthorized action. This reaction usually includes trying
to limit the damage, for example by terminating a network
connection.

Since the amount of audit data that an IDS needs to ex-
amine is very large even for a small network, analysis is
difficult even with computer assistance because extraneous



features can make it harder to detect suspicious behavior
patterns [15]. Audit data captures various features of the
connections. For example, the audit data would show the
source and destination bytes of a TCP connection, or the
number of failed login attempts or duration of a connection.
Complex relationships exist between the features, which are
difficult for humans to discover. An IDS must therefore re-
duce the amount of data to be processed. This is very im-
portant if real-time detection is desired. Some data may not
be useful to the IDS and thus can be eliminated before pro-
cessing. In complex classification domains, features may
contain false correlations, which hinder the process of de-
tecting intrusions. Further, some features may be redundant
since the information they add is contained in other features.
Extra features can increase computation time, and can have
an impact on the accuracy of the IDS. Feature selection im-
proves classification by searching for the subset of features,
which best classifies the training data [43].

In the literature several machine learning paradigms,
fuzzy inference systems and expert systems, have been used
to develop IDSs [15, 16]. The authors of [43] have demon-
strated that a large number of features are unimportant and
may be eliminated, without significantly lowering the per-
formance of the IDS. The literature indicates very little sci-
entific efforts aimed at modeling efficient IDS feature se-
lection. The task of an IDS is often modeled as a classifi-
cation problem in a machine-learning context. In this paper
we investigate matrix factorization approach for selecting
a subset of significant features from a feature set for net-
work data. This reduced feature set is then employed in an
ensemble design to implement an IDS. Experiment results
indicate that the proposed approach is efficient.

2 Intrusion Detection Methods

The signatures of some attacks are known, whereas other
attacks only reflect some deviation from normal patterns.
Consequently, two main approaches have been devised to
detect intruders.

2.1 Anomaly Detection

Anomaly detection assumes that an intrusion will always
reflect some deviations from normal patterns. Anomaly de-
tection may be divided into static and dynamic anomaly de-
tection. A static anomaly detector is based on the assump-
tion that there is a portion of the system being monitored
that does not change. Usually, static detectors only address
the software portion of a system and are based on the as-
sumption that the hardware need not be checked. The static
portion of a system is the code for the system and the con-
stant portion of data upon which the correct functioning of
the system depends. For example, the operating systems

software and data to bootstrap a computer never change. If
the static portion of the system ever deviates from its orig-
inal form, an error has occurred or an intruder has altered
the static portion of the system. Therefore Static anomaly
detectors focus on integrity checking [12, 11]. Dynamic
anomaly detection typically operate on audit records or on
monitored networked traffic data. Audit records of oper-
ating systems do not record all events; they only record
events of interest. Therefore only behavior that results in an
event that is recorded in the audit will be observed and these
events may occur in a sequence. In distributed systems, par-
tial ordering of events is sufficient for detection. In other
cases, the order is not directly represented; only cumulative
information, such as cumulative processor resource used
during a time interval, is maintained. In this case, thresh-
olds are defined to separate normal resource consumption
from anomalous resource consumption.

2.2 Misuse Detection

Misuse detection is based on the knowledge of system
vulnerabilities and known attack patterns. Misuse detection
is concerned with finding intruders who are attempting to
break into a system by exploiting some known vulnerability.
Ideally, a system security administrator should be aware of
all the known vulnerabilities and eliminate them. The term
intrusion scenario is used as a description of a known kind
of intrusion; it is a sequence of events that would result in
an intrusion without some outside preventive intervention.
An intrusion detection system continually compares recent
activity to known intrusion scenarios to ensure that one or
more attackers are not attempting to exploit known vulnera-
bilities. To perform this, each intrusion scenario must be
described or modeled. The main difference between the
misuse techniques is in how they describe or model the be-
havior that constitutes an intrusion. The original misuse
detection systems used rules to describe events indicative
of intrusive actions that a security administrator looked for
within the system. Large numbers of rules can be difficult to
interpret. If-then rules are not grouped by intrusion scenar-
ios and therefore making modifications to the rule set can be
difficult as the affected rules are spread out across the rule
set. To overcome these difficulties, new rule organizational
techniques include model-based rule organization and state
transition diagrams. Misuse detection systems use the rules
to look for events that possibly fit an intrusion scenario. The
events may be monitored live by monitoring system calls or
later using audit records.

3 Types of Intrusion Detection Systems

There are two types of intrusion detection systems that
employ one or both of the intrusion detection methods



outlined above. Host-based systems base their decisions
on information obtained from a single host (usually audit
trails), while network-based intrusion detection systems ob-
tain data by monitoring the traffic in the network to which
the hosts are connected.

3.1 Host-Based Intrusion Detection

A generic intrusion detection model proposed by Den-
ning [9] is a rule-based pattern matching system in which
the intrusion detection tasks are conducted by checking the
similarity between the current audit record and the corre-
sponding profiles. If the current audit record deviates from
the normal patterns, it will be considered an anomaly. Sev-
eral IDSs were developed using profile and rule-based ap-
proaches to identify intrusive activity [18].

3.2 Network-Based Intrusion Detection

With the proliferation of computer networks, more and
more individual hosts are connected into local area net-
works and/or wide area networks. However, the hosts, as
well as the networks, are exposed to intrusions due to the
vulnerabilities of network devices and network protocols.
The TCP/IP protocol can be also exploited by network in-
trusions such as IP spoofing, port scanning, and so on.
Therefore, network-based intrusion detection has become
important and is designed to protect a computer network as
well as all of its hosts. The installation of a network-based
intrusion detection system can also decrease the burden of
the intrusion detection task on every individual host.

4 Data Mining Approaches Toward Intru-
sion Detection

In this paper we propose a data mining approach for
intrusion detection. A review of intrusion detection sys-
tems that employ non-data mining techniques is therefore
not presented. Data mining approaches are new meth-
ods in intrusion detection systems. Data mining is defined
as the semi-automatic discovery of patterns, associations,
changes, anomalies, rules, and statistically significant struc-
tures and events in data [36]. Data mining attempts to ex-
tract knowledge in the form of models from data, which
may not be seen easily with the naked eye. There exist many
different types of data mining algorithms including classi-
fication, regression, clustering, association rule abduction,
deviation analysis, sequence analysis etc.

Various data mining techniques have been applied to in-
trusion detection because it has the advantage of discover-
ing useful knowledge that describes a user’s or program’s
behavior from large audit data sets. Data mining has been

used for anomaly detection [23, 24]. Statistics [1, 8], Arti-
ficial Neural Network (ANN) [26, 27] and Hidden Markov
Model) (HMM) [28], Rule Learning [29], Outlier Detec-
tion scheme [30], Support Vector Machines [2], Neuro-
Fuzzy (NF) computing [40], Multivariate Adaptive Regres-
sion Splines [4] and Linear Genetic Programming [21] are
the main data mining techniques widely used for anomaly
and misuse detections.

Statistics is the most widely used technique, which de-
fines normal behavior by collecting data relating to the be-
havior of legitimate users over a period of time [1]. NIDES
(Next-generation Intrusion Detection Expert Systems) is the
representative IDS based on statistics that measures the sim-
ilarity between a subject’s long-term behavior and short
term behavior for intrusion detection [8]. The detection rate
is high because it can use various types of audit data and
detect intrusion based on the previous experimental data.

Hyperview is a representative IDS using neural networks
[26]. It consists of 2 modules: a neural network and an ex-
pert system. R. Lippmann et al. have applied neural net-
works to a keyword-based detection system [27]. An Hid-
den Markov Model (HMM) is a useful tool to model the
sequence of observed symbols of which the construction
mechanism cannot be known [28]. While HMM produces
better performance in modeling system call events com-
pared to other methods, it requires a very long time for mod-
eling normal behaviors. Using this model, raw data is first
converted into ASCII network packet information, which
in turn is converted into connection level information us-
ing Mining Audit Data for Automated Models for Intrusion
Detection (MADAMID) [19]. RIPPER [29], a rule learning
tool, is then applied to the data generated by MADAMID.
RIPPER automatically mines the patterns of intrusion. Al-
though it is a good tool for discovering known patterns, an
anomaly detection technique is required for the detection of
novel intrusions. Another data mining technique, the out-
lier detection scheme attempts to identify a data point that
is very different from the rest of the data. A. Lazarevic et
al.[30] have applied it to anomaly detection .

Support Vector Machines (SVM) have proven to be a
good candidate for intrusion detection because of its speed
and scalability [40]. An Adaptive neuro-fuzzy [2] IDS is
proposed in [22]. An IDS based on Multivariate Adaptive
Regression Splines (MARS) [4, 3] is proposed in [3]. In
Linear Genetic Programming (LGP) (as opposed to tree-
based Genetic Programming (GP)) [37] computer programs
are evolved at the machine code level, using lower level rep-
resentations for the individuals. This can tremendously has-
ten up the evolution process. LGP based IDS is presented
in [20]. To overcome the drawbacks of single-measure de-
tectors, a multiple measure intrusion detection method is
proposed in [31]. In this approach hidden Markov model,
statistical method and rule-base method are integrated with



a rule-based approach. In [39], the authors have proposed
an ensemble IDS that combines the strengths of Bayesian
Networks and Classification and Regression Trees for in-
trusion detection.

5 The Data Mining Process of Building In-
trusion Detection Models

Raw (binary) audit data is first processed into ASCII net-
work packet information (or host event data), which is in
turn summarized into connection records (or host session
records) containing a number of within- connection fea-
tures, e.g., service, duration, flag etc. (indicating the nor-
mal or error status according to the protocols). Data min-
ing programs are then applied to the connection records to
compute the frequent patterns i.e. association rules and fre-
quent episodes, which are in turn analyzed to construct ad-
ditional features for the connection records. Classification
algorithms are then used to inductively learn the detection
model.

5.1 Importance of Data Reduction for
IDS

IDSs have become important and widely used tools for
ensuring network security. Since the amount of audit data
that an IDS needs to examine is very large even for a small
network, classification by hand is impossible. Analysis is
difficult even with computer assistance because extraneous
features can make it harder to detect suspicious behavior
patterns. Complex relationships exist between the features,
which are practically impossible for humans to discover. An
IDS must therefore reduce the amount of data to be pro-
cessed. This is extremely important if real-time detection is
desired. Reduction can occur in one of several ways. Data
that is not considered useful can be filtered, leaving only the
potentially interesting data. Data can be grouped or clus-
tered to reveal hidden patterns. By storing the characteris-
tics of the clusters instead of the individual data, overhead
can be significantly reduced. Finally, some data sources
can be eliminated using feature selection. The amount of
amount of audit data that an IDS needs to examine is very
large even for a small network and between analyzed fea-
tures may exists false correlations, complex relationships
and features may be redundant. Therefore, IDSs uses sev-
eral techniques which solves these problems.

Data filtering techniques reduce the amount of data di-
rectly processed by the IDS. Clustering can be performed
to find hidden patterns in data and significant features for
use in detection. Clustering can also be used as a reduc-
tion technique by storing the characteristics of the clusters
instead of the individual data. In previous work a number

of experiments have been performed to measure the perfor-
mance of different machine learning paradigms. Classifica-
tions were performed on the binary (normal/attack) as well
as five-class classifications (normal, and four classes of at-
tacks). It has been demonstrated that a large number of the
(41) input features are unimportant and may be eliminated,
without significantly lowering the performance of the IDS
[43]. In terms of the five-class classification, the authors of
[43] found that by using only 19 of the most important fea-
tures, instead of the entire 41 feature set, the change in ac-
curacy of intrusion detection was statistically insignificant.
In [43] the authors applied the technique of deleting one
feature at time. Each reduced feature set was then tested
on Support Vector Machines and Neural Networks to rank
the importance of input features. The reduced feature set
that yielded the best detection rate in the experiments was
considered to be the set of important features.

Unlike the work reported in [43], which employed a trial-
and-error based approach, we investigate feature reduction
using data mining techniques. Our research correspond-
ingly focuses on approaches that will improve the perfor-
mance of IDSs by providing real-time intrusion detection.
This is achieved by using matrix factorization or factor anal-
ysis for reducing the data space and then classifying intru-
sions based on the reduced feature space. Performance is
compared with Bayesian networks and Classification and
Regression Trees (CART) [39], [38]. Bayesian Networks
not only classify the data, but also selects features based on
the Markov Blanket of the target variables. CART classi-
fies data by constructing a decision tree. Furthermore, the
CART algorithm automatically produces a predictor rank-
ing (variable importance) based on the contribution predic-
tors make to the construction of the decision tree, thus help-
ing to identify which features are important for intrusion
detection.

6 Matrix Factorization for Feature Selection
and Classification

Matrix factorization or factor analysis is an important
method in the analysis of high dimensional real world data.
There are several well known methods and algorithms for
factorization of real data but many application areas includ-
ing information retrieval, pattern recognition and data min-
ing require processing of binary rather than real data (see
[13, 25, 42]).

Non-negative matrix factorization is really a class of de-
compositions whose members are not necessarily closely
related to each other [10, 41]. They share the property that
are designed for datasets in which attribute values are never
negative - and its does not make sense for the decompo-
sition matrices to contain negative values either. A side-
effect of this non-negativity property is that the mixing of



components that we have seen is one way to understand de-
compositions can only be additive. A set of data S can be
expressed as a m × n matrix V , where m is the number of
attributes and n is the number of records in S. Each col-
umn Vj of V is an encoding of a record in S and each entry
vij of vector Vj is the value of i-th term with regard to the
semantics of Vj , where i ranges across attributes.

The NMF problem is defined as finding an approxima-
tion of V in terms of some metric (e.g., the norm) by fac-
toring V into the product WH of two reduced-dimensional
matrices W and H . Each column of W is a basis vector. It
contains an encoding of a semantic space or concept from
V and each column of H contains an encoding of the lin-
ear combination of the basis vectors that approximates the
corresponding column of V . Dimensions of W and H are
m × k and k × n , where k is the reduced rank. Usually
k is chosen to be much smaller than n. Finding the ap-
propriate value of k depends on the application and is also
influenced by the nature of the collection itself. Common
approaches to NMF obtain an approximation of V by com-
puting a (W,H) pair to minimize the Frobenius norm of the
difference V −WH . The matricesW andH are not unique.
Usually H is initialized to zero and W to a randomly gen-
erated matrix where each Wij > 0 and these initial values
are improved with iterations of the algorithm.

1. Initialize W and H with nonnegative values, and scale
the columns of W to unit norm.

2. Iterate until convergence or after l iterations:

• Wic = Wic
(V HT )ic

(WHHT )ic+ε
, for c and i [ε = 10−9]

• Rescale the columns of W to unit norm

• Solve the constrained least squares problem
where minHj

{||Vj − WHj ||22 + λ||Hj ||22 the
subscript j denotes the j-th column, for j =
1, . . . ,m. Any negative values in Hj are set to
zero. The parameter k is a regularization value
that is used to balance the reduction of the metric
||Vj −WHj ||22 with the enforcement of smooth-
ness and sparsity in H .

For any given matrix V , matrix W has k columns or ba-
sis vectors that represent k clusters, matrixH has n columns
that represent n documents. A column vector in H has k
components, each of which denotes the contribution of the
corresponding basis vector to that column or document. The
clustering of documents is then performed based on the in-
dex of the highest value of k for each document. For docu-
ment i(i = 1 . . . , n), if the maximum value is the j-th entry
(j = 1, . . . , k), document i is assigned to cluster j.

There is a number of optimization tasks related to NMF
[45]. Unconstrained NMF, which corresponds to the orig-
inal NMF introduced above, is a non-convex problem with

41 variables 12 variables
Attack Train Test Accuracy Train Test Accuracy
Class (sec) (sec) (%) (sec) (sec) (%)

Normal 23.36 27.39 77.68 5.17 9.64 77.42
Probe 23.51 32.48 89.87 5.00 6.31 95.09
DOS 23.37 34.95 78.13 4.82 7.61 81.04
U2R 23.23 29.90 97.45 5.29 8.84 92.50
R2L 22.78 30.00 98.55 5.53 9.29 98.59

Table 1. Performance using matrix factoriza-
tion approach

41 variables 17 variables
Attack Train Test Accuracy Train Test Accuracy
Class (sec) (sec) (%) (sec) (sec) (%)

Normal 42.14 19.02 99.57 23.29 11.16 99.64
Probe 49.15 21.04 99.43 25.07 13.04 98.57
DOS 54.52 23.02 99.69 28.49 14.14 98.16
U2R 30.02 15.23 64.00 14.13 7.49 60.00
R2L 47.28 12.11 99.11 21.13 13.57 98.93

Table 2. Performance of Bayesian Belief Net-
work

known algorithms that can compute its global optimum.
Unfortunatelly, they are not able to deal with real-world
sized data and so algorithms finding local optimum have
to be employed. Although the NMF codes are rather sparse,
in Sparsity constrained NMF is the sparsity controlled di-
rectly. The sparsity constraints control to what extent ba-
sis functions are sparse, and how much each basis function
contributes to the reconstruction of only a subset of the orig-
inal data matrix V . In Supervised NMF, the information
about class membership is incorporated to the learning pro-
cess. The NMF then describes well the processed data and
in addition allows good discrimination in a subsequent clas-
sification stage.

NMF can be used to organize data collections into parti-
tioned structures or clusters directly derived from the non-
negative factors. Potential applications include the moni-
toring, tracking and clustering of semantic features (topics)
and can be use for intrusion detection.

41 variables 12 variables
Attack Train Test Accuracy Train Test Accuracy
Class (sec) (sec) (%) (sec) (sec) (%)

Normal 1.15 0.18 99.64 0.80 0.02 100.00
Probe 1.25 0.03 97.85 0.85 0.05 97.71
DOS 2.32 0.05 99.47 0.97 0.07 85.34
U2R 1.10 0.02 48.00 0.45 0.03 64.00
R2L 1.56 0.03 90.58 0.79 0.02 95.56

Table 3. Performance of classification and re-
gression trees



7 Experiment Setup and Results

The data for our experiments was prepared by the 1998
DARPA intrusion detection evaluation program by MIT
Lincoln Labs [17]. The data set contains 24 attack types that
could be classified into four main categories namely De-
nial of Service (DOS), Remote to User (R2L), User to Root
(U2R) and Probing. The original data contains 744 MB
data with 4,940,000 records. The data set has 41 attributes
for each connection record plus one class label. Some fea-
tures are derived features, which are useful in distinguishing
normal connection from attacks. These features are either
nominal or numeric. Some features examine only the con-
nections in the past two seconds that have the same destina-
tion host as the current connection, and calculate statistics
related to protocol behavior, service, etc. These are called
same host features. Some features examine only the con-
nections in the past two seconds that have the same service
as the current connection and are called same service fea-
tures. Some other connection records were also sorted by
destination host, and features were constructed using a win-
dow of 100 connections to the same host instead of a time
window. These are called host-based traffic features. R2L
and U2R attacks do not have any sequential patterns like
DOS and Probe because the former attacks have the attacks
embedded in the data packets whereas the later attacks have
many connections in a short amount of time. So some fea-
tures that look for suspicious behavior in the data packets
like number of failed logins are constructed and these are
called content features. Our experiments have three phases
namely data reduction, a training phase and a testing phase.

In the data reduction phase, important variables for real-
time intrusion detection are selected by feature selection. In
the training phase, matrix factorization method, Bayesian
neural network and classification and regression trees con-
struct a model using the training data to give maximum gen-
eralization accuracy on the unseen data. The test data is then
passed through the saved trained model to detect intrusions
in the testing phase. The data set for our experiments con-
tains randomly generated 11982 records having 41 features
[14].

This data set has five different classes namely Normal,
DOS, R2L, U2R and Probes. The training and test com-
prises of 5092 and 6890 records respectively. All the IDS
models were trained and tested with the same set of data.
As the data set has five different classes we performed a
5-class binary classification. The Normal data belongs to
class 1, Probe belongs to class 2, DOS belongs to class 3,
U2R belongs to class 4 and R2L belongs to class 5.

Matrix factorization method (NMF) is used in two
phases - training and testing. In training phase, training col-
lection, number of components(variables) and number of it-
erations are input parameters. Matrices W and H are created

(their size is based on number of variables) and filled with
random numbers. Then, both matrices are updated using
rules defined in previous section in iterative process. When
all iterations are completed, matrix W contains base vectors
in its columns and matrix H contains coefficients in its rows.
Clusters centers are calculated as average from coefficients
according to known classification.

The testing phase has testing collection, number of itera-
tions, matrix W from training phase and calculated clusters
as input parameters. Matrix H is created and filled with ran-
dom non-negative numbers. The iterative process is based
only on updating of matrix H. The calculated coefficients
are then classified in reference to clusters computed in train-
ing phase. We use 100 iterations and number of variables as
is defined in table in out experiments.

Empirical results using the matrix factorization method
is illustrated in Table 1. Tables 2 and 3 illustrate the empir-
ical results obtained using Bayesian and CART approaches
[39], [38]. As evident, the proposed factorization approach
performed extremely well for the U2R attack category in
terms of reduced features and classification accuracy.

8 Conclusions

In this research, we have investigated new techniques for
intrusion detection and performed data reduction and evalu-
ated their performance on the DARPA benchmark intrusion
data. We used the feature selection method using matrix
factorization method and compared the performance with
Markov blanket model and decision tree analysis. The de-
veloped detection model based on clustering using NMF
dimension reduction method seem to work very well espe-
cially for the UR2 attack category. As future research, we
plan to develop ensemble combinations using the various
approaches for intrusion detection.
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